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Abstract 

As large language models (LLMs) like ChatGPT are increasingly integrated into hiring 

technologies, critical questions arise about their reliability, fairness, and ethical legitimacy. This 

study evaluated the extent to which ChatGPT-generated interview ratings aligned with human 

evaluator judgments from the same dataset, in the context of asynchronous video interviews 

(AVIs). Using a dataset of 183 transcribed candidate responses from a prior study (Patel et. al., 

2025), ChatGPT-4o was prompted to assess responses under two experimental conditions; one 

with job context included and one without. The model rated transcriptions using a standardized 

Behaviorally Anchored Rating Scale (BARS) that the human evaluators adhered to as well. 

Results showed a moderate-to-strong alignment between ChatGPT and human ratings, 

with an intraclass correlation of 0.94 and a Pearson correlation of 0.56. However, ChatGPT 

consistently assigned higher ratings than human raters (Cohen’s d = -1.08), and demographic 

subgroup analyses revealed meaningful disparities in ratings, particularly for Black and middle-

aged participants. These divergences were not observed in human evaluations, raising concerns 

about fairness and bias in AI-driven assessments. 

This study demonstrates that while ChatGPT exhibits potential as a supplementary 

evaluation tool, its use must be accompanied by careful calibration, human oversight, and 

explicit ethical auditing practices. These findings also underscore the importance of evaluating 

not only the technical performance of LLMs, but also the ethical implications of delegating 

evaluative authority to AI systems, in high-stakes decision-making such as personnel selection. 
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Introduction 

The integration of Artificial Intelligence (AI) into human resource (HR) practices, 

particularly personnel selection, represents a significant shift from traditional, human-centered 

decision-making to automated processes (Li et al., 2021; Tambe et al., 2019; Yam & Skorburg, 

2021). Large language models (LLMs) such as ChatGPT, coupled with automated video 

interview (AVI) technologies, exemplify the increasing reliance on algorithmic evaluation, 

which promises efficiency, scalability, and potential reductions in human biases (Hickman et al., 

2022; Hickman, Tay, & Woo, 2024). However, despite their growing prevalence, the efficacy, 

fairness, and ethical implications of these technologies remain contested (Dennis & Aizenberg, 

2022; Tippins et al., 2021). 

This study investigates ChatGPT’s reliability in evaluating candidate responses in 

automated video interviews, comparing AI-generated ratings to human evaluations. Specifically, 

it examines how well AI ratings align with expert human judgment under varying contextual 

conditions and explores potential demographic biases across gender, race, and age subgroups. 

Previous research has identified significant issues regarding the transparency, accountability, and 

fairness of AI-driven hiring tools (Landers & Behrend, 2023; Selbst & Barocas, 2016), raising 

concerns about their impact on procedural justice and evaluative legitimacy. 

Evaluative authority, which is traditionally vested in human evaluators, is foundational to 

HR decisions. It implicates moral responsibility, epistemic trust, and procedural legitimacy 

(Zagzebski, 2012). The potential delegation of this authority to AI models introduces a 

"responsibility gap," where accountability pathways for biased or erroneous decisions become 

unclear (Matthias, 2004; Floridi, 2016). Moreover, AI systems exhibit epistemic opacity; the 
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inherent difficulty in understanding how they derive decisions (commonly referred to as the 

"black-box" problem), which further complicates questions of accountability and moral authority 

(Burrell, 2016). 

Given these profound ethical and philosophical challenges, the current study addresses 

critical research gaps concerning text-based AI assessments. Specifically, it explores the degree 

of alignment between AI and human evaluations, and examines potential biases in ratings given  

that may disproportionately affect certain demographic groups (Dennis & Aizenberg, 2022; 

Hickman et al., 2024).  

Accordingly, this project addresses three primary guiding research questions:  

1. (RQ1) Can LLMs reliably evaluate interview responses?  

2. (RQ2) To what extent do ChatGPT’s ratings align with human assessments?  

3. (RQ3) How does this alignment vary across demographic subgroups?  

Several more exploratory questions also guide the discussion: What does reliance on AI-

generated ratings imply for fairness and objectivity in hiring? What ethical tensions arise from 

transferring human evaluative authority to non-human systems, particularly when these models 

lack true “understanding” / moral reasoning? The exploratory research questions of this study are 

in place to critically assess the broader implications of delegating evaluative authority to AI 

systems in high-stakes contexts, such as personnel selection. 

By investigating these issues, this study contributes significantly to understanding AI's 

role in personnel selection contexts, hoping to inform best practices and development of ethical 

guidelines for implementing AI-driven personnel assessment tools. This study also assists in 
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evaluating LLMs’ capability to standardize hiring assessments, while identifying potential 

fairness and bias risks. Finally, this study offers practical insights for HR professionals, AI 

developers, and policymakers on how to utilize AI-driven hiring tools in personnel selection in 

an ethical manner. 
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 Literature Review 

AI in Personnel Selection: Opportunities and Challenges 

AI-driven tools such as AVIs, applicant tracking systems, and other automated 

assessment tools are increasingly being adopted and utilized by HR professionals to streamline 

hiring and personnel selection processes (Tambe et al., 2019; Yam & Skorburg, 2021). These 

technologies promise substantial operational advantages, including expanded candidate pools, 

cost reduction, and the potential minimization of explicit human biases (Li et al., 2021).  

Despite this, AI's integration into personnel selection has raised serious concerns about 

transparency, fairness, and, ironically, the potential amplification of societal biases (Barocas & 

Selbst, 2016, 2018; Dennis & Aizenberg, 2022). Algorithmic opacity particularly undermines the 

communicative transparency essential for moral accountability, eroding stakeholders' trust, 

questioning evaluative legitimacy, and raising profound concerns about the displacement of 

human evaluative authority (Landers & Behrend, 2023). 

Automated Video Interviews (AVIs) and AI-Human Alignment 

AVIs are capable of utilizing multimodal data, potentially assessing candidates through 

verbal, paraverbal, and nonverbal cues. Despite demonstrating predictive validity regarding job 

performance, significant fairness concerns persist (Hickman et al., 2024; Tippins et al., 2021). 

For instance, AI assessments often struggle to generalize across diverse demographic groups, 

exacerbating biases against non-native speakers and racial minorities (Zhang et al., 2024; 

Hickman, Tay, & Woo, 2024). Prior studies suggest moderate-to-strong correlations between 
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human and AI ratings but highlight consistent divergences particularly along demographic lines 

(Hickman et al., 2022; Hickman et al., 2024). 

Bias and Fairness Considerations in AI Evaluations 

Bias in AI systems commonly arises from biased training datasets and can inadvertently 

perpetuate societal inequities that bring harm to those in minority and/or societally disadvantaged 

groups (Barocas & Selbst, 2016; Bommasani et al., 2021). Researchers emphasized the critical 

need for robust auditing frameworks to try to mitigate these biases (Landers & Behrend, 2023). 

The fairness of AI-driven hiring assessments, particularly those based on language and speech 

patterns, remains contentious at best, with evidence showing systematic disadvantages for certain 

demographic groups (Liff et al., 2024; Zhang et al., 2024). This raises concerns about the 

distribution of responsibility (and accountability) in AI-mediated personnel selection decisions 

(Matthias, 2004; Floridi, 2016). 

Large Language Models (LLMs) in Hiring 

Text-based LLMs, such as ChatGPT, present unique advantages by systematically 

analyzing linguistic content without relying on nonverbal cues (Hickman et al., 2024). However, 

the reliability and fairness of these tools remains under scrutiny. Recent studies suggest that 

while LLMs can reliably mirror certain human evaluations, significant disparities arise in terms 

of demographic fairness (Zhang et al., 2024; Liff et al., 2024).  

Critics have cautioned that the use of automation in evaluative contexts may erode the 

moral and epistemic grounding traditionally associated with human judgment (Burrell, 2016; 
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Vallor, 2016). While these systems may achieve consistency in surface-level outputs, their lack 

of moral reasoning and contextual understanding limits their legitimacy as evaluative agents.  

This study addresses this critical gap by focusing specifically on textual evaluations by 

LLMs, providing a comparative 1:1 analysis of human and AI ratings, within a structured 

interview context. 

These empirical and conceptual gaps warrant further investigation into how LLMs 

operate in high-stakes contexts like hiring, and under what conditions their use can be 

justified. By addressing these gaps, this study aims to illuminate the conditions in which 

LLMs like ChatGPT could effectively complement human judgment, and highlight where 

significant ethical and practical adjustments are necessary to preserve fairness and 

legitimacy in these automated assessments. 
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 Methodology 

Study Design 

This study employed a cross-sectional, observational design, to compare AI-generated 

interview ratings with human ratings in the context of asynchronous video interviews (AVIs). 

The primary aim was to evaluate the extent of agreement between ChatGPT-generated ratings, 

and those provided by trained human evaluators. The study included a between-subjects 

comparison of AI-generated and human-generated scores, across two experimental conditions 

that varied the amount of contextual information provided to the AI model (ChatGPT-4o). 

Participants and Data Sources 

Participant interview data was drawn from a pre-existing dataset of 183 participants 

collected as part of a prior study by Patel et al. (2025). In Patel et al.’s 2025 study, each 

participant responded to three structured interview questions, under controlled AVI conditions. 

Audio recordings were transcribed using Whisper, an open-source automatic speech recognition 

system that is validated for use in psychological research (Spiller et al., 2023). The transcripts 

were manually reviewed and cleaned for accuracy before use in both human and AI evaluation 

pipelines (Patel et al., 2025). 

Participants were demographically diverse with respect to gender, race, and age. Ratings 

were produced by both trained human research assistants, and OpenAI’s ChatGPT model (GPT-

4o). The human evaluators scored responses using a standardized five-point Behaviorally 

Anchored Rating Scale (BARS) developed by Patel et al. (2025). ChatGPT also was instructed 
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(via system message) to apply the same BARS criteria, generating numerical ratings for each 

candidate question response. 

Rating Procedure 

This study involved two experimental conditions that varied the amount of contextual 

information provided to ChatGPT before it rated candidate interview responses. In both 

conditions, the AI model received the transcribed answers to three structured interview questions 

per participant, and was prompted to score each response using a standardized five-point 

Behaviorally Anchored Rating Scale (BARS). 

In the Full Context Condition, the prompt included the original job description, allowing 

the model to consider the role-specific expectations while rating each response. In the Reduced 

Context Condition, the prompt included only the BARS criteria without any job-specific 

information, leaving the model to assess responses based solely on generalized performance 

standards. Each participant’s three responses were rated independently, in both conditions, 

producing three individual ratings per condition. These were later averaged to create a single 

composite interview performance score (from ChatGPT) for each participant. 

All prompts were executed using the OpenAI API with the GPT-4o model, using Python. 

To ensure consistency, the wording of the prompt and instructions remained constant across all 

trials within each condition, with only the presence or absence of job context varying. The 

system message was taken mostly from Patel et al.,’s 2025 supplemental procedures, with only 

redundant information removed/changed (anything to do with video or audio information). Both 

experimental runs followed the same procedural steps, allowing for a controlled comparison of 

how contextual information influenced the model’s evaluations. 
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Dataset Construction 

Following rating completion, the data was organized to facilitate direct comparison 

between ChatGPT and the human evaluators. AI-generated scores for each participant were 

averaged across their three interview responses to form a composite performance score for each 

participant. Human-generated ratings were retrieved from the pre-existing dataset collected in the 

original Patel et al., (2025) study and similarly organized to reflect each participant’s overall 

interview performance. 

Participant identifying ID numbers were standardized to ensure accurate matching 

between AI- and human-scored records. Both datasets were merged into a unified file using this 

common identifier, with any missing values clearly labeled for transparency. Participants with 

incomplete ratings from either the AI, or any human rater, were explicitly excluded from any 

paired analyses (which were conducted via R and Python). 

This process resulted in a clean, aligned dataset, with ChatGPT-generated scores and with 

human-assigned scores, ready for statistical analysis. All data processing was conducted using 

Python, and statistical tests were then performed in R. 

Statistical Analyses 

RQ1: Can ChatGPT Reliably Evaluate Candidate Interview Transcripts? 

To assess the internal consistency and reliability of ChatGPT's scoring, a verification 

mechanism was implemented within the rating pipeline. After providing an initial score, the 

model was prompted in its system to re-read the candidate response for a second time, along with 

its own initially given rating, to either confirm (“agree”) or revise (“disagree”) its original 
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judgment. Instances of self-disagreement were logged into a separate .txt file for manual review. 

This self-check procedure served as a quality control mechanism, conceptually analogous to a 

secondary human rating, or adjudication step. 

RQ2: To What Extent Do ChatGPT’s Ratings Align With Human Evaluations? 

To address the research question, “To what extent do ChatGPT’s ratings align with 

human evaluator ratings of the same data?”, I performed a series of analyses on the aligned 

dataset. 

1. Paired-samples t-tests were conducted to determine whether there was a systematic 

difference in the mean scores assigned by ChatGPT and human evaluators. 

2. Intraclass Correlation Coefficients (ICC) were calculated using a two-way mixed-

effects model (absolute agreement, average measures; ICC1k, ICC3k) to assess overall 

rating consistency between AI and human evaluators, following best practices for inter-

rater reliability in psychological research (Koo & Li, 2016; Harwood, 2024). 

3. Pearson correlation coefficients were computed to quantify the strength of the linear 

relationship between AI and human ratings. Pairwise deletion was used to handle missing 

data. 

To supplement these analyses, individual correlations were also calculated, using R, 

between ChatGPT and each of the human raters. This allowed for inspection of variation in 

alignment across individual human evaluators. Results were visualized (via R’s corrplot 

package) using an averaged pairwise correlation matrix, and a scatterplot to illustrate patterns of 

convergence and divergence. 
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RQ3: How does AI-human agreement vary across demographic subgroups (gender, race, 

age)? 

To assess whether the alignment between ChatGPT 4o and human ratings varied across 

demographic subgroups, I implemented a correlation comparison approach similar to Hickman et 

al. (2024). 

First, I dummy-coded self-reported participant demographic variables (from Patel et. 

al.,’s 2025 study) representing gender (e.g., gender_female, gender_agender, gender_fluid), 

race/ethnicity (e.g., ethnicity_black, ethnicity_southasian, ethnicity_latin, etc.), and age group 

(e.g., age_under_25, age_35_44, age_45_54, age_55_plus). Each dummy variable was then 

binary-coded (1 = belongs to subgroup; 0 = does not belong). For instance, for the variable 

gender_female, participants who self-identified as female were assigned a ‘1,’ whereas all other 

participants were assigned a ‘0.’ 

Secondly, for each demographic subgroup, I calculated two Pearson correlation 

coefficients: one between subgroup membership and the average ChatGPT-assigned interview 

rating, and one between subgroup membership and the average human-assigned interview rating.  

Third, I compared these correlations using the cocor R package (Diedenhofen & Musch, 

2015), which supports statistical comparison of dependent, overlapping correlations using 

multiple methods. The primary method of interest was Fisher’s r-to-z-test for overlapping 

correlations, specifically the Meng, Rosenthal, and Rubin (1992) procedure, which applies 

Fisher’s z-transformation to assess the statistical significance of the difference between two 

dependent correlations. Additional methods were used to support and contextualize findings, 

including Williams’s t-test (1959), Hotelling’s t-test (1940), & Zou’s (2007) method for 



14 

computing confidence intervals around the difference in correlations (Δr = rChatGPT - 

rHuman).  

 In addition to the correlation analyses, Welch’s t-tests were employed to assess 

whether average interview ratings differed significantly between any demographic subgroup and 

its complement when the correlation results indicated a meaningful difference between 

ChatGPT-assigned and human-assigned ratings. For each subgroup identified in this manner, two 

separate t-tests were performed: one comparing ChatGPT-based ratings, and one comparing 

human-based ratings. This approach allowed for the examination of whether systematic 

differences observed in correlations were reflected in mean-level discrepancies as well. 

 

 

 

 

 

 

 

 

 

 



15 

Results 

RQ1: Can ChatGPT Reliably Evaluate Candidate Interview Transcripts? 

To assess the reliability of ChatGPT-generated interview ratings, I examined the rate of 

model self-disagreement between its given evaluations and an acceptable human reference 

standard. See Figure 1 for a visualization of model agreement vs. disagreement rates. 

In the Full Context Condition (where ChatGPT had access to the job description in its 

system prompt), 41 out of 549 ratings (7.47%) were flagged as disagreement cases. In the 

Reduced Context Condition (without job description included in the system prompt), the number 

of flagged disagreement ratings increased to 55 out of 549, yielding a disagreement rate of 

10.02%. With both of these conditions combined, the overall disagreement rate fell at 8.74%. 

These disagreement rates fall within the acceptable range that is typically observed (and 

accepted) among human raters, in structured evaluation settings such as personnel selection and 

psychological research (McHugh, 2012).  

Prior research on inter-rater reliability highlights that even trained human evaluators 

rarely achieve perfect agreement, with acceptable thresholds often considered at around 80% 

agreement, or Cohen’s kappa values indicating substantial reliability (McHugh, 2012). The 

relatively low model disagreement rate in this study reinforces the reliability and credibility of 

this automated system. The flagged disagreement cases served as a quality‐assurance measure, 

analogous to the review process used in human inter-rater reliability studies (McHugh, 2012). 

Taken together, these results suggest that ChatGPT could function as a reliable evaluator 

of interview responses, with its performance aligning closely with established human inter-rater 
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reliability variability. The relatively low disagreement rates indicate this was a stable assessment 

process. The differences across conditions highlight the role of contextual information in 

optimizing evaluation accuracy.  
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Figure 1: Model Self-Agreement and Self-Disagreement Visualization 

         Agreement vs. disagreement rates in ChatGPT-generated interview ratings across two 

prompt conditions (Full Context vs. Reduced Context). Disagreement rates were 7.47% with 

full context, and 10.02% with reduced context. 
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RQ2: To What Extent Do ChatGPT’s Ratings Align With Human Evaluations? 

To assess how closely ChatGPT-generated ratings aligned with previously established 

human ratings in Automated Video Interview (AVI) performance assessments (Patel et al., 

2025), several statistical analyses were conducted, including a paired-samples t-test, effect size 

calculations, intraclass correlation coefficient (ICC) analysis, and Pearson correlation analysis. 

Comparison of Human and ChatGPT Ratings 

A paired-samples t-test was conducted to compare human ratings and ChatGPT-

generated ratings of assessed interview performance. The test was two-tailed, assessing whether 

ChatGPT’s ratings significantly differed from human raters without assuming a specific 

direction. 

Results revealed that ChatGPT’s ratings (M = 3.14, SD = 0.92) were significantly higher 

than human ratings (M = 2.27, SD = 0.69), t(166) = -14.98, p < .001 (two-tailed). These ratings 

were based on a five-point Behaviourally Anchored Rating Scale (BARS), where higher values 

indicate “stronger” assessed interview performance. The mean difference was Mdiff = -0.88 

points (95% CI [-1.00, -0.77]), indicating that ChatGPT systematically assigned higher scores 

than human raters. 

To quantify the effect size, Cohen’s d was calculated to assess the magnitude of the 

difference between human and ChatGPT ratings. The analysis yielded Cohen’s d = -1.08, 95% 

CI [-1.26, -0.90], indicating a large effect size based on Cohen’s (1988) benchmarks. The 

negative sign of Cohen's d arises from the computation method (human minus ChatGPT means), 

mathematically representing the lower human ratings relative to ChatGPT scores. 
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These results suggest that the difference between ChatGPT and human ratings is 

substantial and unlikely to be due to chance. The negative value of Cohen’s d reflects the 

direction of the difference, confirming that ChatGPT ratings were consistently higher than 

human ratings.  

A Pearson correlation analysis was also conducted to assess the relationship between 

human and ChatGPT interview ratings. The results indicated a moderate-to-strong positive 

correlation, r = 0.56, 95% CI [0.45, 0.66], p < .001. Following Bosco et al. (2015), this effect 

size falls within the moderate-to-strong range, suggesting a consistent relationship between 

human and AI-generated ratings. However, the correlation does not imply perfect agreement, 

reinforcing the need for careful calibration when incorporating AI-generated ratings into 

selection procedures. These results underscore the potential value of hybrid rating systems that 

combine human judgment with calibrated AI outputs to maximize both efficiency and fairness in 

high-stakes decision-making. 

 

See Figure 2 for a visualization of the distribution of ChatGPT and human ratings. 
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Figure 2: ChatGPT & Human Rating Spread & Distribution 

Raincloud/boxplot data visualization displaying & comparing the distribution of 

ChatGPT and human ratings of assessed interview performance on an anchored BARS scale 

(1-5). ChatGPT ratings (left, blue) were generally higher than human ratings (right, purple), 

with a greater spread in their distribution. 

The box plots illustrate the median and interquartile range, with the mean of each rater 

being represented as a white circle. The raincloud density plots (right) represent the 

distribution of scores for each rater, comparatively. The individual points indicate raw data 

(individual ratings) from each rater. 
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Inter-Rater Reliability Between ChatGPT and Human Evaluators 

To assess the reliability of ChatGPT’s ratings compared to human raters, an Intraclass 

Correlation Coefficient (ICC) analysis was also conducted. This followed the methodology 

outlined by Patel et al. (2025), where four trained human raters evaluated a subset of participant 

interview responses to establish inter-rater reliability. In the original study, inter-rater reliability 

was assessed using 35 randomly selected participants from the “without probes” condition, 

resulting in ICC(1,4) = 0.96, which is considered excellent (Koo & Li, 2016; Liljequist, Elfving, 

& Skavberg Roaldsen, 2019). 

To extend this analysis to the current study, ChatGPT was added as a fifth rater to the 

previously-done analysis, and ICC values were recalculated to assess its agreement with the 

original human raters. Following best practices for reliability assessment (Koo & Li, 2016), a 

two-way mixed-effects model with absolute agreement and average measures (ICC3k) was used, 

as it accounts for the fixed set of raters and evaluates agreement on absolute values rather than 

just consistency.  

The results indicated excellent inter-rater reliability, ICC(3k) = 0.94, p < .001, 95% CI 

[0.90, 0.97], demonstrating strong agreement between human evaluators and ChatGPT. 

Additionally, ICC(1k) = 0.85, p < .001, 95% CI [0.75, 0.92], suggests that even when 

considering a single rater’s agreement within the group, the reliability remains high. While these 

findings demonstrate high inter-rater reliability, the consistent score inflation by ChatGPT 

highlights the need to further evaluate the validity of these ratings in future work. 

While ChatGPT-generated ratings did significantly differ in magnitude from human 

evaluations, they nonetheless demonstrate moderate-to-good reliability, and a strong, positive 

linear relationship with ratings that were assigned by human evaluators to the same participants. 
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These findings support ChatGPT’s potential as a supplemental evaluator in asynchronous video 

interview scoring; provided systematic calibration efforts are implemented, and manual review is 

still prioritized. 

Correlational Analysis Between Raters and ChatGPT 

I also examined the relationship between ChatGPT ratings and individual human ratings 

from four raters (Rater1, Rater2, Rater3, and Rater4). According to guidelines by Bosco et al. 

(2015), there were moderate-to-strong positive relationships between ChatGPT ratings and 

individual human ratings, such that as ChatGPT ratings increased, so did human-generated 

ratings (rs = .40 to .69, ps < .001). 

For example, the correlation between ChatGPT and Rater2’s ratings was (r = .69, p < 

.001), while the lowest correlation was with Rater1 (r = .40, p = .003). These values indicate 

moderate-to-strong alignment between ChatGPT and individual human raters, though ChatGPT’s 

evaluations did not perfectly mirror any single rater’s scores. 

As expected, inter-rater correlations among the four human evaluators were very high (rs 

= .81 to .93, ps < .001) (see Patel et al., (2025)), reflecting strong agreement in their scoring of 

interview responses. For instance, the correlation between Rater2 and Rater3 was (r = .93, p < 

.001), indicating excellent consistency. Overall, ChatGPT’s ratings demonstrated lower (but still 

substantial) convergence with human evaluations when compared to the near-ceiling inter-rater 

agreement among humans (see Figure 3 for a visualization of this data). 
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Figure 3: Correlation between ChatGPT & Human Ratings 

          Scatterplot illustrating the relationship between ChatGPT-generated interview ratings 

and average human-assigned ratings. Each point represents a single participant, and the blue 

line depicts the least-squares regression line. The correlation coefficient (r) and corresponding 

p-value are displayed in the upper left corner. Human ratings reflect the average of four trained 

raters, who demonstrated high inter-rater reliability and consistent evaluation standards. 
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RQ3: How does AI-human agreement vary across demographic subgroups (gender, race, 

age)? 

To assess differences in the alignment between ChatGPT 4o-generated and human-

assigned interview ratings across various demographic subgroups, correlation comparisons were 

conducted using Fisher’s r-to-z transformations and associated significance tests. Table 1 

(Appendix) provides detailed correlation coefficients (r), 95% confidence intervals (CI), and 

significance values (p) for all ChatGPT 4o and human rating relationships to demographic 

subgroups, along with the magnitude and significance of differences (Δr) between them. 

Results revealed notable differences in correlation strength between rating sources for 

two demographic subgroups, with accompanying statistical evidence suggesting these differences 

are unlikely to be due to chance. 

Specifically, membership in the Black subgroup exhibited a moderate negative 

correlation with ChatGPT-generated ratings, (r = -.27, 95% CI [-.40, -.13], p < .001 ), which 

aligns with Bosco et al.’s (2015) benchmarks for moderate correlation effect sizes. Human-

assigned ratings showed a negligible correlation with Black subgroup membership, (r = -.02, 

95% CI [-.17, .14], p = .832). This resulted in a significant correlation difference of (Δr = -.29, 

95% CI [-.43, -.16], p < .001), suggesting that ChatGPT ratings systematically differed from 

human ratings with respect to Black participants. 

Participants identifying as South Asian showed a positive correlation with ChatGPT 

ratings (r = .19, 95% CI [.04, .33], p = .013), whereas the correlation with human ratings was 

smaller (r = .07, 95% CI [-.09, .22], p = .388). Although the difference between these 

correlations (Δr = .13, 95% CI [-.02, .26], p = .083) points to a possible distinction in effect 



25 

sizes, the associated p-value suggests that the evidence for such a difference remains 

inconclusive.   

Among age subgroups, participants aged 45-54 exhibited a small positive correlation with 

ChatGPT ratings (r = .15, 95% CI [.00, .29], p = .057), and a near-zero correlation with human 

ratings (r = -.02, 95% CI [-.17, .14], p = .847). The difference between these correlations (Δr = 

.20, 95% CI [.05, .33], p = .007), suggests that ChatGPT ratings for this age group diverged 

meaningfully from those of human raters, with statistical evidence indicating that this difference 

is unlikely to be due to random variation. 

For all other subgroup comparisons, including gender (female, agender, genderfluid), the 

remaining ethnic groups (Latin, Southeast Asian, West Asian, Arab, Indigenous), and age 

categories (under 25, 35-44, 55+), differences in correlation patterns between ChatGPT and 

human ratings were generally small, with p-values exceeding the conventional alpha threshold 

and confidence intervals that included zero, suggesting limited evidence of divergence in these 

cases. The reported statistics above are visualized in Figure 4. 

To complement the correlational findings, independent samples t-tests were then 

conducted to examine whether average interview ratings differed between the two groups 

with significant AI-human rating divergence: Black participants and participants aged 45-

54. 

Black participants received significantly lower ChatGPT interview ratings (M = 

2.68, SD = 0.92, n = 44) compared to non-Black participants (M = 3.27, SD = 0.87, n = 

138), t(59.41) = -3.55, p = .001, 95% CI [-0.92, -0.26]. In contrast, human raters assigned 

statistically similar ratings to Black (M = 2.25, SD = 0.64) and non-Black participants (M 

= 2.28, SD = 0.70), t(65.68) = -0.22, p = .82, 95% CI [-0.27, 0.21]. The mean difference 
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between the two raters in regard to participants in this subgroup was Mdiff = -0.43, 95% CI 

[-0.64, -0.21]. 

For the age 45-54 subgroup, ChatGPT gave significantly higher ratings to 

participants in this age range (M = 3.42, SD = 0.78, n = 32) than to other participants (M = 

3.07, SD = 0.94, n = 150), t(50.93) = 2.15, p = .036, 95% CI [0.02, 0.67]. Again, human 

raters showed no such difference, rating participants aged 45-54 (M = 2.25, SD = 0.73) and 

all others (M = 2.28, SD = 0.68) similarly, t(40.87) = -0.19, p = .85, 95% CI [-0.32, 0.27]. 

The mean difference between the two raters regarding participants in this subgroup was 

Mdiff = 1.17, 95% CI [0.08, 2.26]. 

To contextualize these group-level differences in ratings, standardized mean differences 

were computed using Cohen’s d (Cohen, 1988). For the age 45-54 subgroup, ChatGPT assigned 

higher ratings to participants in this group compared to others, yielding a small-to-moderate 

effect size (d = 0.38). Human raters, however, showed minimal difference in their evaluations 

across the same comparison (d = -0.04). 

A similar pattern emerged in the comparison of Black versus non-Black participants. 

ChatGPT ratings were lower for Black participants, with a moderate-to-large effect size (d =       

-0.67). In contrast, human ratings for this comparison showed negligible differences (d = -0.04). 

These standardized effect sizes reinforce the observed divergence between ChatGPT and human 

raters in how specific demographic groups were evaluated, suggesting that the discrepancies in 

mean scores are not only statistically detectable but also practically meaningful in the context of 

algorithmic fairness and bias. The results reported above are visualized in Figure 5. 
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Figure 4: Difference in Correlations (.r) Between ChatGPT and Human Ratings, By 

Demographic Subgroup 

         Correlation coefficients between demographic subgroup membership and interview 

ratings, separately for ChatGPT-generated and human-assigned scores. Each point 

represents the Pearson correlation (r) for a given demographic subgroup, with horizontal 

bars indicating 95% confidence intervals. Subgroups are ordered vertically by category, 

and rating sources are color-coded and shown side by side for direct comparison. 
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Figure 5: Mean Interview Ratings by Demographic Subgroup Membership & Rating Source 

          Individual interview ratings assigned by ChatGPT and human raters are shown for 

participants grouped by demographic category. The plot includes two focal subgroups: 

ethnicity (Black vs. Non-Black) and age (45-54 vs. Other). Each dot represents an individual 

participant’s rating, jittered for visibility and color-coded by rating source. Black circular 

markers indicate the group mean for each condition. This visualization highlights both average 

trends and the distribution of ratings across demographic groups. 
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Discussion 

AI-Human Alignment: Interpreting Agreement and Divergence 

The findings of this study indicate that ChatGPT demonstrated a moderate-to-strong 

degree of alignment with human evaluators when scoring candidate responses in asynchronous 

video interviews (AVIs), with an intraclass correlation coefficient (ICC3k) of 0.94 and a Pearson 

correlation (r) of 0.56. These values approach accepted thresholds for inter-rater reliability in 

human-human evaluations (Koo & Li, 2016; McHugh, 2012). Additionally, ChatGPT's self-

disagreement rates (7.47% in the full-context condition and 10.02% in the reduced-context 

condition) fell within the range typically observed in human rating discrepancies. These results 

suggest that LLMs can function as effective raters when provided with structured evaluation 

tools, such as Behaviorally Anchored Rating Scales (BARS), and relevant contextual 

information. The relative stability of these results across both conditions does indeed suggest that 

the model's ratings are not excessively sensitive to prompt variability, reinforcing its potential 

reliability for repeated or large-scale assessment tasks. 

However, systematic score inflation, where ChatGPT consistently rated candidates higher 

than human evaluators (Cohen's d = -1.08), does raise important questions about the model’s 

interpretation of rating criteria. To make ChatGPT-generated ratings truly comparable to those 

given by human evaluators, this inflation bias should be systematically addressed through 

calibration or scaling methods. While relative rankings remained stable, the upward bias 

complicates practical use of LLM evaluators in hiring. In many selection contexts, absolute 

thresholds, not just relative comparisons, are what determine outcomes. 
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Moreover, while the inclusion of job context modestly improved consistency (reducing 

disagreement by 2.5%), both conditions demonstrated relative stability. This supports the 

reliability of ChatGPT’s evaluation process, indicating that the underlying Behavioral Anchored 

Rating Scale (BARS) framework remains stable even when applied in a more generalized 

manner. However, the presence of contextual cues does appear to enhance alignment with 

intended evaluation criteria, reinforcing findings that language models benefit from structured 

guidance when interpreting complex, domain-specific responses (Ooi et al., 2023). The job 

description likely serves as a guiding scaffold that reduces ambiguity and helps anchor the 

model’s evaluations in role-relevant criteria. 

Without this anchor, the model may rely more heavily on generalized patterns from its 

training data, leading to a broader range of interpretations and, consequently, a higher 

disagreement rate. This finding underscores the importance of contextual information in guiding 

language models' assessments, particularly in scenarios where a nuanced understanding of role-

specific expectations is critical. 

Philosophically, this highlights the tension between generalizability and specificity in 

algorithmic assessment. As models rely more on statistical regularities learned during training, 

the absence of domain-specific framing increases reliance on heuristics rather than principled 

evaluation. This reinforces the role of prompt design not only as a technical tool but as an 

epistemic bridge for aligning AI outputs with human evaluative frameworks. 
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Bias and Fairness: Divergence Across Demographic Subgroups 

While aggregate agreement between AI and human raters was generally strong, subgroup 

analyses revealed troubling disparities that accompany serious ethical concerns. ChatGPT’s 

ratings for Black participants were notably lower than those for non-Black participants (d =         

-0.67), a difference which not apparent in human ratings (d = -0.04). A similar pattern emerged 

for participants aged 45-54, who received higher BARS ratings from ChatGPT (d = 0.38) than 

from human evaluators (d = -0.04). These discrepancies reflect meaningful differences in rating 

patterns, suggesting that AI-human agreement does vary across demographic subgroups in ways 

that may have practical, and serious, ethical consequences. 

These results echo prior concerns regarding algorithmic output and fairness outcomes 

(Barocas & Selbst, 2016; Landers & Behrend, 2023), especially when models trained on large, 

real-world corpora reflect latent societal biases. While some AI proponents argue that machines 

merely replicate existing human judgment, the results of this study demonstrate that AI can 

diverge from human evaluation patterns in ways that disproportionately disadvantage 

marginalized groups, even in the absence of explicit intent. These findings reinforce what 

Matthias (2004) described as the “responsibility gap”: the growing disconnect and chasm 

between decision-making authority, and the capacity to be held accountable for those decisions. 

The epistemic opacity of LLMs compounds this problem. When disparities arise, such as 

the ones found in this study, it is often difficult to identify whether they stem from biased 

training data, flawed prompt engineering, or emergent behavior within the model itself (Burrell, 

2016). From a philosophical standpoint, this challenges the legitimacy of AI-based evaluative 

authority as a concept. As Burrell (2016) argues, genuine evaluative legitimacy requires the 

ability to justify decisions through transparent, reason-giving procedures. AI assessments, by 
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contrast, offer probabilistic outputs without epistemic justification (Landers & Behrend, 2023), 

undermining the moral authority typically vested in human judgment (Zagzebski, 2012; Fricker, 

2007). 

Practical Implications for AI-Driven Hiring 

The strong correlation and ICC values between ChatGPT and human raters do suggest 

potential utility for LLMs as assistive tools in personnel selection. If properly calibrated and 

contextualized, these systems could reduce administrative burdens, improve standardization, and 

offer preliminary screening support. However, these findings also call for extreme caution 

against overreliance on automated decision-making in such sensitive contexts. The presence of 

systematic rating inflation, and more importantly, demographic disparities in rating patterns, 

underscores the need for human oversight and continuous bias auditing. 

HR professionals and organizations considering AI (and specifically LLM) integration 

into their personnel selection procedures must approach these tools with critical scrutiny. AI-

generated scores should never replace human evaluation but rather augment it. They should 

function as one input in a broader, transparent, and accountable decision-making system. In 

practice, this may include the implementation of hybrid scoring frameworks, AI calibration 

protocols across demographic subgroups, or the use of algorithmic “red flag” indicators that 

trigger human review when discrepancies arise. 

Without these safeguards, there is a risk of delegitimizing the evaluative authority within 

hiring processes, by placing too much weight on systems that lack moral reasoning, context 

sensitivity, or the capacity to engage in evaluative dialogue. These capacities are essential to 

personnel selection’s role as a trust-building, socially significant activity (Conway et. al., 1995). 
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Evaluative Authority and Moral Accountability 

Delegating evaluative authority to LLMs without moral reasoning capabilities intensifies 

ethical and epistemic concerns. The subgroup disparities observed (where ChatGPT 

disproportionately underrated Black candidates and overrated middle‑aged candidates) likely 

reflect biases embedded in the model’s training data (Barocas & Selbst, 2016) and its reliance on 

statistical heuristics, rather than principled judgment (Bommasani et al., 2021). In human 

evaluators, such misalignments can be debated, contextualized, and rectified through 

deliberation; AI systems, by contrast, lack the capacity for justificatory dialogue or moral 

reflection (Burrell, 2016). 

This absence of “reason-giving” exacerbates the responsibility gap: when an AI’s 

decision produces unfair outcomes, there is no clear agent to hold accountable (Matthias, 2004; 

Floridi, 2016). Candidates subjected to opaque, automated ratings cannot challenge or even 

comprehend the basis of determinations that may severely affect their livelihoods, risking 

testimonial injustice when their credibility is dismissed by inscrutable algorithmic output 

(Fricker, 2007). Moreover, these models do not possess the virtues (i.e., empathy, humility, 

prudence) that are integral to and vested in legitimate evaluative authority (Vallor, 2016). 

From an epistemic standpoint, trusting AI requires that systems earn epistemic authority 

by demonstrating transparent reasoning processes and by aligning with diverse stakeholder 

values (Zagzebski, 2012). Yet, the probabilistic nature of LLM outputs resists straightforward 

explanation (Landers & Behrend, 2023), undermining procedural legitimacy (Dennis & 

Aizenberg, 2022). Until AI assessments can incorporate explicit fairness constraints and support 
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meaningful recourse mechanisms, handing over primary evaluative power to these systems risks 

eroding the moral foundations of personnel selection itself. 

Limitations and Future Directions 

The limitations of this study warrant careful consideration. Firstly, while ChatGPT’s 

textual assessments closely approximated human ratings, the model was limited to processing 

only transcribed text. In contrast, the human raters from Patel et al.,’s 2025 study evaluated full 

audiovisual recordings, allowing them to incorporate paraverbal features such as tone, pacing, 

and hesitations, as well as nonverbal cues like facial expressions and body language. These 

elements are often essential to forming a holistic impression of a candidate’s performance 

(Zhang et al., 2024).  The absence of these modalities in the AI assessment pipeline likely 

constrained the depth and nuance of its evaluations. Moreover, because paraverbal and nonverbal 

behaviors can influence perceptions of warmth, confidence, or professionalism (Hickman et al., 

2022, Zhang et al., 2024), excluding them may also restrict the fairness and realism of AI-

generated assessments, especially in scenarios where such cues carry important interpretive 

weight. 

Secondly, human raters in the dataset did not participate in a formalized adjudication 

process, or secondary review, meaning that the standard against which AI was compared lacked 

its own “verification loop” (akin to what the model was instructed to do). This asymmetry could 

have exaggerated or diminished any observed discrepancies. 

Future research should explore the integration of multimodal AI systems capable of 

analyzing speech tone, visual behavior, and other paralinguistic cues alongside textual content, in 

comparison to human ratings. Incorporating these dimensions could bring AI evaluations closer 

to the holistic assessments human raters perform in real-world hiring contexts. Additionally, 
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expanding the dataset to include more demographically and professionally diverse candidate 

pools would improve the generalizability of findings across employment sectors and varying 

cultural contexts. 

More longitudinal validation studies are also needed. Tracking whether higher ChatGPT-

generated interview ratings correspond to meaningful outcomes (such as job performance, 

retention, or advancement) could clarify the predictive value of LLM-based assessments and 

help distinguish between surface-level agreement, versus deeper functional alignment, with 

human judgment. 

Finally, ongoing philosophical inquiry must continue to interrogate the boundaries and 

nature of evaluative authority regarding AI systems and their associated roles in personnel 

selection. As automated algorithmic tools become more entrenched in hiring processes, it is 

crucial to assess not only their technical accuracy, but also the ethical legitimacy of their role as 

an evaluator. Understanding when, how, and whether evaluative authority can be justifiably 

delegated to non-human agents is key to preserving accountability & fairness within institutional 

decision-making frameworks. 
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Conclusion 

This study examined the extent to which ChatGPT-generated interview ratings aligned 

with human evaluations in the context of automated video interviews (AVIs), focusing on overall 

agreement, and demographic subgroup variation. The findings indicated that large language 

models (LLMs) like ChatGPT can demonstrate moderate-to-strong alignment with human 

evaluators, when supported by structured prompts and behavioral rating scales. The model’s self-

consistency rates also suggest it can operate as a reliable scoring tool across varying contextual 

conditions, provided appropriate quality controls are in place. 

However, the study also identified key limitations that temper enthusiasm about full-scale 

implementation or transfer of evaluative authority in personnel selection. ChatGPT 

systematically produced inflated scores relative to human raters, and more notably, demonstrated 

divergent patterns in its ratings across specific demographic groups. These were most 

prominently found among Black participants and individuals aged 45-54. These disparities raise 

urgent concerns about algorithmic bias, fairness, and the ethical risks of delegating evaluative 

authority in personnel selection to non-human systems (without adequate safeguards in place). 

These results carry meaningful implications for both research and industry. For 

practitioners in HR and personnel selection, the findings suggest that AI tools like ChatGPT may 

potentially offer value as supplemental evaluators, but only when embedded within hybrid 

frameworks that incorporate human oversight, ongoing audits, and fairness calibration across 

subgroups (Landers & Behrennd, 2023). For researchers and ethicists, this study underscores the 

need for further interdisciplinary inquiry into how epistemic and moral authority is constructed, 

transferred, and/or undermined in algorithmic decision-making contexts. 
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Ultimately, while LLMs do offer compelling possibilities for streamlining assessment in 

high-volume hiring environments, their integration must be approached with the utmost caution 

and transparency, fostering a commitment to procedural justice. Future work should focus not 

only on improving technical validity of these models, but also on interrogating the normative 

frameworks that govern the use of AI in domains where human dignity, fairness, and 

accountability remain paramount. 
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